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A B S T R A C T

In the context of natural language processing, accuracy of intention detection is the basis for subsequent
research on human-machine speech interaction. However, the problem of ambiguity in word vectors reduces
the accuracy of intent detection. Meantime, there is a disconnection between local features and global features
as well, resulting in text feature extraction that cannot fully reflect semantic information. These issues are all
barriers of intention detection. Therefore, this paper proposes an attention-based convolutional neural network
for self-media data learning (called A-CNN) for marketing intention. We cascade the traditional CNN with
the self-attention model in the Attention networks to form a new network structure called A-CNN, and put
forward a fast feature extraction method based on skip-gram-based learning called FSLText, to represent the
high-dimension word vectors in the A-CNN. On the premise of maintaining the advantages of the CNN, A-CNN
can not only solve the problem of local and global features disconnection caused by the CNN pooling layer,
but also avoid the increase of algorithm complexity. The Self-Attention mechanism in the Attention model can
effectively optimize the weight of local features of the information in global features, and retain local features
that are more useful for intention detection. A fast feature extraction method which is based on Skip-gram can
retain the semantic and word order information of the text. The method is beneficial to the marketing intention
detection. According to the experiment, our A-CNN, compared with traditional machine learning methods, can
improve 12.32% accuracy. Contrast to the dual-channel CNN, the accuracy rate is improved by 9.68%, and
compared with the ATT-CNN, it is improved by 9.97%. On the F1 score, the A-CNN can improve the F1 score
by about 9.37% in comparison with the traditional machine learning methods, the accuracy rate is increased
by 9.68% compared with the dual-channel CNN, and 9.68% in contrast with ATT-CNN. It illustrates that our
A-CNN can effectively address semantic and feature selection for marketing intention detection.
. Introduction

.1. Background

In recent years, online media have changed the way people live
nd work with the rapid development of the Internet. New online
edia have the advantages of wide coverage, large popularity and

apid spread (Liang and Zhang, 2019). As a result, their influence
n social public opinion is growing. Nevertheless, the rapid develop-
ent of online media has brought about many social issues as well

s its convenience due to inefficient supervision. At the meantime,
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lack of information transparency and the low cost of the threshold
for spreading malicious news, have led to the rapid growth of online
malicious marketing news (Wang et al., 2020). Malicious marketing
news contains a lot of fake advertisements and spam marketing con-
tent, which pollutes the online news environment and reduces reading
experience of netizens (Al-Rawi, 2019). In view of this background,
this paper has proposed an attention-based learning of self-media data
(called A-CNN) for the detection of marketing intention flooded in
cyberspace. This method can optimize the ratio of local features to
global features to address the issue of polysemy of words. Experiments
have proven that this method provides an efficient solution to purify
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public opinion information, identify marketing news, and improve the
reading experience of users.

1.2. Challenges

In current research of news text recognition, the widely used tradi-
tional Convolutional Neural Network (abbreviated as CNN) (Kim, 2014)
has the disadvantage that the pooling layer will lose the relevance of
the local and global features (Sabour et al., 2017). In current research
of image processing, the Bag-of-words (abbreviated as BOW) model
is used to replace the fully connected layer to be embedded in the
CNN (Xue et al., 2016), which makes the transformation have stronger
invariance and achieve better results. But in current research of natural
language processing (abbreviated as NLP), the usage of the BOW model
instead of the fully connected layer ignores the effect of word order
on semantics. In 2019, graph convolutional neural networks (short
for GCN) was proposed to classify the features in natural language
processing (Yao et al., 2019). GCN is more robust in the case of
reducing training data in text classification, but it also ignores the
impact of word order on classification due to the usage of one-hot en-
coding as input. Therefore, it is necessary to optimize feature extraction
and selection and find efficient classification methods for marketing
intention detection.

Currently, traditional CNN has the disadvantage of translation in-
variance (Sabour et al., 2017). The mainstream feature extraction
methods do not take into the account of the degree of semantic sim-
ilarity between words and the high sparseness of vector space. It also
affects the overall effect of the intention recognition and the training
effect of the classification.

1.3. Contributions

The contributions of our work are attention-based convolutional
neural network (abbreviated as A-CNN) and fast Skip-gram-based learn-
ing of word representations. The inspiration of this method comes
from the improvement of current CNN and attention-based CNN. We
employ the average pooling in the pooling layer together with the
weighted summation in the attention mechanism so as to form the new
Attention layer. Compared with the maximum pooling and the average
pooling in the traditional pooling layer, it can better capture important
information from the data.

• Attention-based convolutional neural network (abbreviated
as A-CNN). We have cascaded the self-attention mechanism of
the Attention networks (Vaswani et al., 2017) in CNN to form a
new A-CNN structure. In traditional CNN, the data retained by the
maximum pooling and average pooling in the pooling layer may
not be useful for intent recognition. Therefore, we have added
the Attention mechanism to the pooling layer. By calculating
the attention distribution of the data, the input information is
weighted and averaged, and then sent to the fully connected
layer together with the ordinary-averaged information. This is
more effective than the simple maximum pooling and average
pooling in terms of retaining useful information for classification.
Self-attention mechanism can capture local and global features
more flexibly. As a result, the ratio of local features to global
features of the information can be significantly optimized in A-
CNN for intent detection. Compared with another ATT-CNN (Zhao
and Wu, 2016) that puts the attention model before the CNN
convolutional layer, our A-CNN can not only solve the syntax and
semantic problems which depend on feature extraction methods,
but also solve the problem of feature loss in the pooling layer by

cascading the self-attention mechanism in it.

2

• Fast Skip-gram-based learning of word representations (ab-
breviated as FSLText). A feature extraction method based on
skip-gram is proposed to represent high-dimension word vec-
tors in our A-CNN, which is based on the Skip-gram model of
word2vec (Zhang et al., 2018). For each word, it is divided into
n-gram characters to represent. It not only takes into account the
word order, but also solves the problem of out of vocabulary
words. Therefore, we can still construct their word vectors for
words outside the training vocabulary table. Considering local
word order, our FSLText word vector allows the A-CNN to have a
better recognition effect in the face of newly derived words than
using ordinary word vectors.

1.4. Organization

The rest of this article is organized as follows. Section 2 discusses
current feature extraction, model selection, and pattern cascading
methods. Section 3 discusses the definition of the marketing intention
problem and the framework and experimental evaluation criteria for
the solution. Section 4 introduces our attention-based learning of
self-media data for marketing intention detection. Firstly, the overall
architecture of a convolutional neural network based on the Self-
Attention model is introduced. Secondly, fast skip-gram-based learning
of word representation is explained in detail. Experiments in Section 5
show that our method is effective. The last section outlines brief
conclusions and future research directions.

2. Related work

Marketing intent detection belongs to text classification (Kowsari
et al., 2019). In this section, we sort out the feature extraction methods
of text classification in natural language processing, and give a detailed
explanation of the selection of classification models as well as the com-
monly used model fusion methods. We point out the advantages and
disadvantages of current methods, make some analysis and emphasize
the differences between our method.

2.1. Feature extraction

In traditional natural language processing, the first step is feature
extraction. One-hot coding is widely applied in conventional machine
learning, which is easy to use and understand (Alpaydin, 2020). How-
ever, due to its high dimension and coding method, it is too sparse
to cause disastrous dimension problems easily. In the traditional Vec-
tor Space Model, the text is represented as a multi-dimension vector
composed of the frequency (or probability) of feature words, and then
the similarity between the vectors is calculated (Salton et al., 1975).
Compared with one-hot coding, the similarity between texts, such as
TF-IDF (Ramos et al., 2003), is taken into account. But it assumes that
each term is independent of each other, thus some context word order
in the text might be lost. This problem led to Latent semantic analysis
(LSA) model (Landauer et al., 1998). LSA, based on singular value
decomposition (SVD), supposes that words have close meanings will
occur in similar pieces of text. The model can reduce the number of
rows while preserving the similar structure among columns, and find
hidden semantic dimensions from the text. But the LSA assumes that
the words in the text are Gaussian, which may not be suitable for all
problems, and SVD requires a lot of computing power when new data
or updates occur.

For word vector extraction in neural networks, the first language
model is NNLM (Neural Network Language Model) (Bengio et al.,
2003). It is the first time that the concept of word vectors has been
proposed, that is, text is expressed in dense, low-dimension and con-
tinuous vectors. Nevertheless, it requires more training parameters and
has a large computational overhead. In 2013 Word2vec word vector
method appeared, namely CBOW and Skip-gram model. The CBOW
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model predicts the central words according to the words surrounding
the central word W (t), and the Skip-gram model predicts the sur-
rounding words according to the central words W (t). The following
are some of the problems. First of all, Word2vec does not consider
the order of words. What is more, word2vec assumes that words and
words are independent of each other. But in most cases, they affect
each other indeed. Besides, the features it obtains are discrete and
sparse. Subsequently, the Glove (Pennington et al., 2014) algorithm
was proposed in 2014. It essentially reduces the dimension of the co-
occurrence matrix. This algorithm constructs a co-occurrence matrix for
each word and calculates the frequency of each word in each context.
In practical applications, Glove distinguishes between the target word
vector and the context vector, and finally sums the two sets to obtain
the final word vector. It takes the word order of the text into account
. But at the same time, Glove’s loss function easily leads to adding a
large constant vector to the word vector. Thus all the word vectors will
be very close to each other, losing its original meaning.

In 2018, the dynamic word vectors ELMo (Peters et al., 2018) and
Bidirectional Encoder Representation from Transformers (abbreviated
as BERT) (Devlin et al., 2018) were successively proposed. ELMo uses
a typical two-stage process (Peters et al., 2018). The first stage is to
use language models for pre-training. The second stage is to, when
doing downstream tasks, extract the Word Embeddings at each layer
of the networks which is from the pre-trained network, and then add
them to the downstream tasks as new features. BERT uses Transformer’s
Encode to train a bidirectional language model, followed by a specific
classifier (Devlin et al., 2018). The common feature of the two is that
they both use transfer learning methods, pre-trained language models
and fine-tuning according to specific uses. With only a small amount
of labeled data, the accuracy of text classification can be equivalent to
thousands of times the amount of labeled data training level. Neverthe-
less, in practical applications, to choose a proper pre-trained model is
a problem. And transfer learning is difficult to determine under what
circumstances should pre-training stop. It is hard to determine the level
and number of parameters of the pre-trained model as well.

In this paper, in order to simplify the difficulty of feature extraction
and increase its speed, we put forward a fast Skip-gram-based word
representation learning method to cope with the two problems. The
method is based on the skip-syntax model in Word2vec. We use 300-
dimension FSLText word vectors to describe each word in the text,
and N-gram as words to train the word vectors. Derived word vector
training increases the number of word vectors to a certain extent,
making it perform better when facing new word texts.

2.2. Model selection

In terms of intention recognition, the machine learning methods
which are often used by high-score teams in Kaggle competitions are
mainly LightGBM (Ke et al., 2017), XGBoost (Chen and Guestrin, 2016),
Random Forest (Couronné et al., 2018), Gradient Boosting (Xi et al.,
2018) and so on. LightGBM is a boosting algorithm based on a tree
model. The Histogram algorithm it uses reduces the training time.
The leaf-wise growth strategy reduces more errors, achieves higher
accuracy and effectively lower overfitting (Ke et al., 2017). XGBoost
is currently the fastest and best open source boosting tree toolkit.
It performs a second-order Taylor expansion of the loss function. It
can also customize the loss function as well as increase accuracy.
The column sampling and the processing of missing values make it
effectively avoid overfitting and reduce the calculation times (Chen and
Guestrin, 2016). Gradient Boosting is a widely used machine learning
method that can flexibly process various types of data. It has no
requirement for numerical features normalization. It is not sensitive to
missing values, and can also learn different loss functions (Xi et al.,
2018). Random Forest can process higher-dimension data and has a
strong generalization ability. For unbalanced data sets, Random Forest
can balance errors and still keep its accuracy when facing feature
loss (Couronné et al., 2018).
3

The main models used in deep learning are Convolutional Neural
Networks (abbreviated as CNN), Recurrent Neural Networks (abbre-
viated as RNN) (Salehinejad et al., 2017), Long Short-Term Memory
(abbreviated as LSTM) (Hochreiter and Schmidhuber, 1997), Genera-
tive Adversarial Networks (abbreviated as GAN) (Li et al., 2017) and
so on. Compared with RNN and LSTM, CNN has better parallelism.
Deep learning often relies on large-scale samples (Kim, 2014), resulting
in CNN currently having an advantage in computing power. While
compared with GAN, GAN is not stable enough for processing discrete
forms of data (Chen et al., 2018), such as text. Therefore, CNN still has
high adaptability and wide application in NLP.

In recent years, CNN have been widely applied in NLP tasks. Their
shared convolution kernels can process high-dimension data and can
automatically select features (Kim, 2014). The Attention mechanism
also has good experimental results in NLP tasks, due to its charac-
teristics of parallel calculations, less model training time and hard to
lose data (Vaswani et al., 2017). As a consequent, in order to simplify
feature extraction process and avoid losing data, this paper chooses the
CNN and the Attention model as the objects of the network structure
cascade.

2.3. Model fusion

There are three common model fusion methods in machine learn-
ing: Bagging (Breiman, 1996), Boosting (Friedman, 2002) and Stack-
ing (Wolpert, 1992). In the Bagging framework, each base model is
trained based on different sub-training sets. The prediction values
of all base models are synthesized to obtain the final prediction re-
sult (Breiman, 1996). The training process of Boosting is step-like. The
training of the base models is sequential. Each base model will learn
on the basis of the previous base model learning. Finally the prediction
values of all base models are combined to produce the final prediction
result (Friedman, 2002). Stacking is to train the base models with all
the data firstly, and then each base model makes predictions for each
training sample. The predicted value will be used as the feature value
of the training sample. At last, a new training sample will be obtained.
Thus, the sample will be trained to get the model and achieve the final
result on the basis of the new one (Wolpert, 1992).

In neural networks, the network fusion methods are different in
terms of the actual application requirements. For example, for the
problem of video emotion recognition, the RNN-CNN method, which
cascades RNN and CNN (Fan et al., 2016), is applied. RNN can use the
appearance features extracted by Convolutional Neural Network (CNN)
as the input of a single video frame, and after that, encode the motion.
In the field of speech emotion recognition, the CNN-LSTM, cascading
CNN and LSTM (Zhao et al., 2019), can learn features related to local
and global emotions from the speech and spectrograms.

With regard to these traditional models, variants based on them
have also been generated, such as BiLSTM, ABCNN, RCNN and so on.
BiLSTM (Chen et al., 2017) is the abbreviation of Bi-directional Long
Short-Term Memory. It combines forward LSTM and backward LSTM,
and is often used to model contextual information in natural language
processing tasks. The LSTM model can better capture longer-distance
dependencies, while BiLSTM can better capture bidirectional semantic
dependencies on its basis. ABCNN (Yin et al., 2016) is proposed to
solve text similarity problems and matching problems. It puts Attention
operations on different layers of traditional CNN networks. Compared
with traditional CNN, it is not prone to semantic shift and can better
retain the words useful for text matching. RCNN (Lai et al., 2015) can
greatly reduce noise in comparison with traditional window-based neu-
ral networks, thereby capturing contextual information to the greatest
extent. Moreover, this model can retain a wider range of word order
when learning text representations, so as to avoid the impact of word
order problems on text classification.

These are the fusion of the two networks to optimize the neural

network, but there are many other ways to optimize the basic network.
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On the one hand, it can be optimized for the basic network itself,
such as the attention-based bidirectional long-short-term memory with
convolution layer (AC-BiLSTM) (Liu and Guo, 2019). In AC-BiLSTM,
the convolutional layer extracts the higher-level phrase representa-
tions from the word embedding vectors and BiLSTM is used to access
both the preceding and succeeding context representations. Attention
mechanism is employed to give different focus to the information out-
putted from the hidden layers of BiLSTM. Finally, the softmax classifier
is used to classify the processed context information. AC-BiLSTM is
able to capture both the local feature of phrases as well as global
sentence semantics. You can also use the blur Fuzzy Gravitational
Search Algorithm method (FGSA) (Poma et al., 2020b) to optimize the
Convolutional Neural Network (CNN). It is inspired by the extension
of the Gravitational Search Algorithm (GSA) using fuzzy logic. On the
other hand, it can optimize the parameters of the basic network. For
example, the dynamic parameter adjustment method in the Particle
Swarm Optimization (PSO) (Sánchez et al., 2020), which is designed
on the basis of the Particle Swarm Algorithm and the Modular Neural
Network (MNN) of Fuzzy Logic (FL); and the optimization method of
the filter size of the convolution neural network which uses the Fuzzy
Gravitational Search Algorithm (FPGA) (Poma et al., 2020a).

In this paper, we address the problem of text intention recognition.
We use the Attention mechanism to cascade into the conventional CNN,
replace the pooling layer of the traditional convolutional neural net-
work. We use the Attention mechanism to weight the local variables of
the text to obtain the global ones. In addition, cascading the Attention
mechanism into the CNN enables the CNN to maintain its basic network
structure. Besides, for higher-dimension data, it is not easy to lose
key information and can better handle the connection between local
and global information. Meanwhile, the complexity of the Attention
mechanism is small, and each step of the calculation does not depend
on the previous calculation result. It can be processed in parallel with
CNN. The cascade of the two will not increase the training time and
complexity.

3. Problem definition

In this section, we present the overall implementation framework
for the marketing intent detection regarding feature extraction, net-
work structure, and network optimization. Besides, we specify the
evaluation criteria used in our experiments.

3.1. Architecture of intention detection

The system framework of marketing intention detection is shown
in Fig. 1. The main process consists of text pre-processing, feature
extraction, classifier and output. After removing stop words and word
segmentation, the next stage is to use FSLText to extract features.
Finally, it is identified by A-CNN.

3.2. Metrics of intention detection

In the experiments, we use F1-score, accuracy (Acc) and Precision
(P) as the measurement indicators. As is shown in Table 2, this is the
corresponding classification result matrix.

• Precision: Calculates the ratio of all ‘‘correctly retrieved results
(TP)’’ to all ‘‘actually retrieved (TP + FP)’’. The calculation for-
mula is shown below.

Precision = 𝑇𝑃
𝑇𝑃 + 𝐹𝑃

(1)

• F1: It is the weighted harmonic average of Precision (P) and Re-
call (R). F-measure is a suitable method to measure the reliability
of the model. The calculation formulas are shown below.

Recall = 𝑇𝑃 (2)

𝑇𝑃 + 𝐹𝑁

4

𝐹1 = 2 ∗ Precision ∗ Recall
Precision + Recall (3)

• Accuracy: For a given data set, the ratio of the number of correctly
classified samples to the total number of samples. The formula is
as follows.

Accuracy = 𝑇𝑃 + 𝑇𝑁
𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁

(4)

• AUC: AUC (Area Under Curve) is defined as the area enclosed
by the coordinate axis under the ROC curve, and represents the
probability that the positive example of the prediction is ranked
before the negative example.

• The Akaike information criterion (AIC) is a fined estimator of
in-sample fit to estimate the likelihood of a model to predict/
estimate the future values for a given set of data. Friedman
et al. (2001). In-sample prediction error is the expected error in
predicting the resampled response to a training sample. Given a
collection of models for the data, AIC estimates the quality of each
model, relative to each of the other models. Thus, AIC provides
a way for model selection. In the expression, 𝐾 is the number of
parameters and 𝐿 is the likelihood function

𝐴𝐼𝐶 = 2𝑘 − 2 ln(𝐿) = 2𝑘 + 𝑛 ln(𝑅𝑆𝑆∕𝑛) (5)

where RSS is the residual sum of squares.

4. Attention-based learning

In this section, we present our proposed A-CNN method to ad-
dress marketing intention detection. The data preprocessing, feature
extraction and model optimization are discussed in detail.

4.1. Pre-processing

The data cleaning process is divided into three steps. First, we use
regular expressions to remove HTML tags and change the original web
page information into text information. Then we use Jieba kit (Sun,
2012) to divide sentences into tokens. The processing process is shown
in detail in Fig. 2. First, an efficient word graph scanning is based on
the Trie-tree structure. Second, it generates a directed acyclic graph
(DAG), which is composed of all possible word formation of Chinese
characters in a sentence. Third, it uses dynamic programming to find
the maximum probable path and the largest segmentation combination
based on word frequency. For unregistered words, it uses the hidden
Markov model (abbreviated as HMM model) to form words, which is
based on the ability of Chinese characters, and the Viterbi algorithm
to get the words sequence. Finally, it uses iterative search and deletes
useless words in text information.

4.2. Feature extraction

In natural language processing, word vectors are used to reflect the
features of text information. We propose FSLText to extract features
from the pre-processed text. It is a kind of fast learning of word
representation based on Skip-gram. For each word, FSLText divides it
into n-gram characters to represent. This method not only considers
the word order in the text but also performs well when the vocabu-
lary is limited. Therefore, for words outside the training vocabulary
set, we can still construct their word vectors. The FSLText model
we proposed is used to train the corpus of divided words, and then
achieve corresponding word vectors. Meanwhile, we serialize the text
of the training set and the text of the validation set. And then put
them into the word embedding layer of the neural network to form a
semantic-based vector model. FSLText word vector representations can
effectively address the issue of polysemy in text intention recognition.
And it has a better classification performance when facing new words
derived from existing words.
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Fig. 1. General architecture of intention detection.
Fig. 2. Word segmentation process.
.3. Model fusion

Because traditional CNN uses maximum pooling or average pooling
o process the convolutional data, only the maximum or the average
alue of the current area can be obtained. In most cases, the data
seful for classification is not necessarily the maximum or the average
5

value. Traditional CNN leads to the loss of the local important infor-
mation in this convolution area to a certain extent, while some useless
information is retained instead.

In our ACNN model, we introduce the Attention mechanism to solve
the word order problem in intention detection. We use the combination
of global average pooling and Attention mechanism to replace the
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Fig. 3. Improvement of convolutional neural network.
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original pooling layer. On one hand, the use of global average pooling
can better reduce the data dimension and network parameters. On the
other hand, the use of the Attention mechanism makes it easier for
models to learn semantic features and retain valid information. The
new features extracted from both can be used to improve the local and
global connection missing problems caused by the pooling layer. The
model structure is shown in Fig. 3. Using global average pooling can
regularize the whole network structure to prevent overfitting. It can be
used to extract useful information while reducing the data dimension.
At the same time, it is combined with the Attention mechanism to learn
the edge characteristics.

In the Attention layer, we integrate the k local feature vectors into
one vector with the summation of weights, which is the output of the
convolution layer. After cascading the Attention networks, A-CNN can
better handle the relationship between local and global information.
Global features can better express useful local features and weaken
the useless part of the local ones. Moreover, global features can also
avoid such situations that both useful and useless local features have
the same weight in the global features and have the same contribution
to intention recognition.

This Attention layer uses a Self-Attention mechanism. In Self-
Attention, Query, Key, and Value are the input word sequence infor-
mation. The self-attention mechanism can be divided into three stages.
First, the similarity is calculated by a Query and a certain Key. The
formula is dot product.

Similarity (Query, Key𝑖)=Query ∗ Key𝑖 (6)

Second, a calculation method is introduced which is similar to
oftMax. It numerically converts the scores at the previous stage. On
ne hand, the original calculated scores are sorted into a probability
istribution with the sum of all element weights. On the other hand,
he weight of important elements can also be more prominent through
he internal mechanism of SoftMax. The following formula is shown.

𝑖 = Sof tmax
(

Sim𝑖
)

= 𝑒sim𝑖

∑𝐿𝑥
𝑗=1 𝑒

sim𝑗
(7)

The result 𝑎𝑖 obtained at the second stage is the weight coefficient
orresponding to 𝑉 𝑎𝑙𝑢𝑒𝑖, and the Attention value can be obtained by
eighted summation, the formula is:

Attention(Query, Source) =
𝐿𝑥
∑

𝑖=1
𝑎𝑖 ∗ Value 𝑖 (8)

After the above calculations, the Attention value for Query can be
btained. The specific structure of the Attention layer is shown in Fig. 4:

Finally, the results obtained from the average pooling layer and
he attention layer are cascaded and input to the model full connec-
ion layer. The data features are mapped to 1 space through the full
onnection layer to achieve classification.
6

able 1
he format of the data set.
File Property

News_info_train.txt News ID News text
News_label_train.txt News ID News label
News_info_validate.txt News ID News text
News_label_validate.txt News ID News label
News_info_test.txt News ID News text
News_label_test.txt News ID News label

5. Experiments

5.1. Experiment environment

All experiments in this paper are run under Win10 x64 operating
system. The CPU is AMD Ryzen 9 3950X CPU@3.50 GHz. The mem-
ory size is 128G. The version of Python is 3.6.8. The deep learning
framework is Keras 2.2.4, and the corresponding machine learning
framework is Scikit-learn 0.21.3. The GPU is GeForce RTX 2080 Ti
@11GB. All experiments are done using CPU or GPU to get results, and
the experiment result is the average value of 10 times experiments.

5.2. Data set

The experiment data in this article comes from the 2018 Sec-
ond Sohu Content Recognition Algorithm Competition. The text of
data set is original HTML format Zhan (2018). The data set was
officially announced by the competition in March 2018 and could
be downloaded on the official website of the Second Sohu Algorithm
Competition (Zhan, 2018). The training data set provided by the com-
petition includes 48 480 news texts. The amount of training, validation,
and testing data is 60%, 20%, 20% respectively. There are 24 240
positive samples and 24 240 negative samples. The data files used in
this article and the attributes are shown in Table 1.

5.3. Model comparison

5.3.1. A-CNN vs. traditional machine learning
Feature selection is made to represent word vectors with BOW

bag-of-bags model (Cao et al., 2010), represent word frequency fea-
tures and LSI for dimension reduction (Altszyler et al., 2017) with
TF-IDF (Zhu et al., 2019). We have made experiments to compare
our model with tractional machine learning such as LightGBM, Xg-
boost, GradientBoosting, and Random Forest. Meanwhile, we have
made experiments to compare with the Stacking model with the in-
tegration of all above methods. Stacking combines limited models
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Fig. 4. Attention layer of A-CNN.
Table 2
Experiment results of A-CNN and traditional machine learning models.

Model Accuracy Precision F1 AUC

GradientBoosting 0.7039 0.6799 0.6891 0.7036
RandomForest 0.6913 0.6731 0.6698 0.6899
Xgboost 0.7061 0.6860 0.6881 0.7052
Lightgbm 0.6983 0.6821 0.6760 0.6967
Stacking 0.7075 0.6956 0.6831 0.7054
A-CNN 0.7878 0.7815 0.7537 0.7923

to estimate non-parametric density to reduce generalization errors.
Although our previous work (Wang et al., 2019) illustrated stacking
strategy is effective for marketing intention detection, there is room
for improvement.

The experiment process is as follows. First, we process the raw data,
removing HTML tags and stop words. Second, each sentence is cut into
words. Next, after data cleaning, we employ our proposed FSLText to
extract data features. Finally, words and text are serialized to be put
into the embedding layer of our A-CNN. In the traditional CNN, the data
is sent to the pooling layer for average pooling or maximum pooling
after it completes the convolution operation (Kim, 2014). However,
our A-CNN performs convolution operations on the data as well. The
difference is that A-CNN sends the convolutional data into the Attention
layer. The Attention layer has two functions. On one hand, it performs
an average pooling operation on the convolutional data. On the other
hand, its self-attention model performs a weighted average operation
on the convolutional data. The results of the above two operations are
combined into the fully-connected layer.

The experiment results of A-CNN and traditional machine learning
models are shown in Table 2. Compared with traditional machine
learning models, A-CNN has improved the accuracy by 11.35% in
comparison with the next highest Stacking method. In terms of F1
7

score, A-CNN has increased by 9.37% in comparison with the next-
highest GradientBoosting. In terms of AUC index, A-CNN has increased
by 12.32% in comparison with the next-highest Stacking method. Some
factors lead to this result. The BOW (bag-of-words) model that is often
used in traditional machine learning cannot better express the order
of words in a sentence. The same words but different order may lead
to completely different meanings of the text. Second, machine learning
models with high classification effects are mainly based on the decision
tree method. One disadvantage of decision trees is that they ignore the
correlation of attributes in the data set. The word order loss problem
and the decision tree’s ignorance of the centralized attributes lead to
the fact that its classification effect is not as good as A-CNN. A-CNN’s
FSLText word vector representation method converts bag-of-words into
bag-of-features, which can use the word order in the context to help the
neural network make judgments. A-CNN performs a weighted average
on the convolutional data on the Attention layer, which can better deal
with the association between local features and global features, and
will not easily ignore centralized attributes. Therefore, the accuracy, F1
score, and AUC value of A-CNN are generally higher than the results
obtained by traditional machine learning methods based on decision
trees. This proves that A-CNN is more effective on the intent recognition
problem than traditional machine learning methods which are based on
decision trees.

5.3.2. A-CNN vs. deep learning
Next, we have conducted experiments to compare the A-CNN

method we proposed with BiLSTM, ATT-BiLSTM Zhou et al. (2016),
CNN, multi-channel CNN (Xu et al., 2017), ATT-CNN Zhao and Wu
(2016), RCNN and Transformer. As is shown on Table 3, A-CNN’s AIC
index is significantly ahead of all comparative deep learning models’
at the same level, which proves that the A-CNN model is low in com-
plexity and it avoids the appearance of overfitting. At the same time,
the performances of A-CNN under various evaluation indicators are in
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Table 3
Experimental results of A-CNN and deep learning.

Model Accuracy Precision Recall F1 AUC AIC

RCNN 0.6953 0.7333 0.6929 0.7125 0.6972 4 670 215.9863
CNN 0.7162 0.7803 0.7324 0.7506 0.7739 4 704 345.7348
Multi-channel CNN 0.7183 0.7168 0.7235 0.7199 0.7828 148 460 394.9302
BiLSTM 0.6968 0.7030 0.6201 0.6589 0.6928 4 707 286.2898
Att-BLSTM 0.7421 0.6779 0.7079 0.6926 0.7939 4 670 058.3336
Transformer 0.6884 0.6739 0.6596 0.6667 0.6869 4 707 549.8246
ATT-CNN 0.7164 0.7187 0.7109 0.7147 0.7898 102 482 617.0083
A-CNN 0.7878 0.7815 0.8717 0.7537 0.7923 177011.1797
v
d
S
i
o

D

c

Table 4
Experimental results of A-CNN, BCNN and ABCNN.

Model MAP Precision Recall F1 AIC

ABCNN1 (1 conv layers) 0.5143 0.4723 0.5521 0.5091 263 888.3134
ABCNN2 (1 conv layers) 0.5038 0.4723 0.4939 0.4828 108 162.8780
ABCNN3 (1 conv layers) 0.5107 0.4723 0.5342 0.5014 263 890.1252
BCNN (1 conv layer) 0.5191 0.4723 0.4549 0.4634 107876.0220
ABCNN1 (2 conv layers) 0.5234 0.4723 0.4660 0.4691 309 803.3832
ABCNN2 (2 conv layers) 0.5038 0.4723 0.5167 0.4935 128 335.0713
ABCNN3 (2 conv layers) 0.5277 0.4723 0.3675 0.4134 309 087.1499
BCNN (2 conv layers) 0.5052 0.4723 0.4138 0.4412 127 833.1113
A-CNN 0.7878 0.7815 0.8717 0.7537 177 011.1797

the leading position. The accuracy value is second only to CNN and
ATT-BiLSTM, the F1 score is second only to CNN, and the AUC value
is second only to ATT-CNN and multi-channel CNN. Because Precision
and Recall are negatively correlated, it is impossible for the two values
to be at a high level simultaneously. The Recall value of A-CNN is at
a leading level, which means that it can more effectively detect news
with marketing intent. Compared with the comparative deep learning
models, the A-CNN we proposed has some advantages. First of all,
the A-CNN model has low complexity and is faster when processing
high-dimensional data, while the multi-channel CNN and ATT-CNN
have higher model complexity and are prone to overfitting. Second, the
addition of the Attention layer in A-CNN solves the problem of data loss
in the pooling layer without losing important information in long texts.
At the same time, A-CNN also inherits the shared convolution kernel
method in CNN and uses parallel operations to reduce its training time.
The experiment results prove that our A-CNN can not only maintain a
sound experiment result, but also has a training speed far exceeding
the same-level deep learning models, and A-CNN will not increase the
model complexity on the purpose of improving experiment results.

5.3.3. A-CNN vs. ABCNN
In addition, there is also another similar Attention-based CNN called

ABCNN (Yin et al., 2016). The ABCNN has 3 basic architectures based
on BCNN: ABCNN1, ABCNN2 and ABCNN3. ABCNN1 employs the
attention operation on the vector representation of the input sentence
on the data before the convolutional layer, thereby influencing the
convolutional network. ABCNN2 employs an attention operation on the
convolutional data before the pooling layer, and performs a weighted
average in the pooling layer. ABCNN3 is a combination of this two.
ABCNN2 is similar to our A-CNN idea. However, our A-CNN performs
the attention operation on the convolutional data, and meanwhile it
also performs average pooling on the data of the pooling layer. After
these operations, the data is simultaneously sent to the fully-connected
layer for intent detection and classification. Therefore, our A-CNN
combines the weighted average idea in the Attention mechanism and
the average pooling idea of the traditional CNN pooling layer. A-CNN is
not easy to lose important information. Meanwhile, it also combines the
word order of the context to a greater extent. It has a better effect on the
intent detection. We refactor the ABCNN to address text classification
issue, and make more experiments with our A-CNN. The results are
shown in Table 4.

As shown in Table 4, the Precision, Recall and F1 scores of A-

CNN are significantly ahead of the ABCNN model, and there is no i

8

obvious difference between the AIC index values of A-CNN and ABCNN.
Meanwhile, by comparing the experiment results of the sub-models
of ABCNN, it can be found that the Precision, Recall and F1 scores
of multiple sub-models are basically at the same level, and there is
no apparent difference. This shows that, ABCNN, which is used to
deal with text similarity and text matching problems, cannot be easily
transferred to the text classification problem. It indirectly proves that
although our A-CNN and ABCNN2 are similar in concept, there is a
clear difference in model implementation. Compared with the model
structure of ABCNN2, A-CNN does not just use the weighted summation
of the Attention model. It also retains the average summation of the
traditional pooling layer, which directly proves the difference between
the two. In terms of the problems to be solved, ABCNN is more suitable
for solving the text matching problem, while the model structure of
A-CNN determines that it is more suitable for solving the problem of
marketing intent recognition.

6. Conclusions and future work

The vigorous development of online media and the low-cost thresh-
old of malicious marketing news have led to the fact that a large
number of malicious marketing news has mixed among various online
news. Our proposed A-CNN can solve the problem of disconnection be-
tween local features and global features of the text. Besides, it employs
the FSL word vector to avoid the impact brought by word ambiguity on
intent detection. The accuracy and F1 score of the experiment results
show the effectiveness of our A-CNN network. Our method can be
used to detect marketing news in cyberspace, purify cyberspace, and
improve users’ reading experience.

This article integrates Attention model with CNN to solve the prob-
lem of marketing intent detection. Future directions are concluded as
follows. First, we should pay more attention to different combinations
of other neural networks to improve the network structure. Second,
the network training time of deep learning should be optimized for the
structure or parameters of this model.
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